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ABSTRACT

The combined efforts of human volunteers have recentlyaeted
numerous facts from Wikipedia, storing them as machinedsable
object-attribute-value triples in Wikipedia infoboxesabhine learn-
ing systems, such as Kylin, use these infoboxes as trairata, d
accurately extracting even more semantic knowledge fromraka
language text. But in order to realize the full power of thiforma-
tion, it must be situated in a cleanly-structured ontoldlyis paper
introduces KOG, an autonomous system for refining Wikigedia
infobox-class ontology towards this end. We cast the probié
ontology refinement as a machine learning problem and sblve i
using both SVMs and a more powerful joint-inference apphoac
expressed in Markov Logic Networks. We present experiments
demonstrating the superiority of the joint-inference apgh and
evaluating other aspects of our system. Using these teobsigve
build a rich ontology, integrating Wikipedia’s infoboxads schemata
with WordNet. We demonstrate how the resulting ontology imay
used to enhance Wikipedia with improved query processirdy an
other features.

Categories and Subject Descriptors:
H.4.m [Information Systems]: Miscellaneous

General Terms:
Experimentation.
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Semantic Web, Ontology, Wikipedia, Markov Logic Networks.

1. INTRODUCTION

The vision of a Semantic Web will only be realized when there
is a much greater volume of structured data available to powe
advanced applications. Given the recent progress in irdtam
extraction, it may be feasible to automatically gather thier-
mation from the Web, using machine learning trained extract
Wikipedia, one of the world’s most popular Websttes a logi-
cal source for extraction, since it is both comprehensiwt agh-
quality. Indeed, collaborative editing by myriad users aksady
resulted in the creation @fifoboxesa set of subject-attribute-value
triples summarizing the key aspects of the article’s subfec nu-
merous articles. DBpedia [5] has aggregated this infobds,da
yielding over 15 million pieces of information.

Furthermore, one may use this infobox data to bootstrap a pro
cess for generating additional structured data from WitkipeFor

1Ranke(fsth in January 2008 according to comScore World Metrix.
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example, our autonomous Kylin system [35] trained macheagning
algorithms on the infobox data, yielding extractors whiaeh accu-
rately’ generate infoboxes for articles which don't yet have them.
We estimate that this approach can add over 10 million auiditi
facts to those already incorporated into DBpedia. By rugrire
learned extractors on a wider range of Web text and valigatiih
statistical tests (as pioneered in the KnowltAll system])16ne
could gather even more structured data.

In order to effectively exploit extracted data, howevee titiples
must be organized using a clean and consistent ontologyrturf
nately, while Wikipedia has a category system for artidies facil-
ity is noisy, redundant, incomplete, inconsistent and o ienited
value for our purposes. Better taxonomies exist, of coumseh as
WordNet [1], but these don't have the rich attribute stroefiound
in Wikipedia.

1.1 KOG: Refining the Wikipedia Ontology

This paper presents the Kylin Ontology Generator (KOG),lan a
tonomous system that builds a rich ontology by combining i¥ik
pedia infoboxes with WordNet using statistical-relatidiearning.
Each infobox template is treated as a class, and the sldis ¢¢in-
plate are considered as attributes/slots. Applying a Matlagic
Networks (MLNs) model [28], KOG uses joint inference to goed
subsumption relationships between infobox classes whilelta-

neously mapping the classes to WordNet nodes. KOG also maps

attributes between related classes, allowing propertgritdnce.

1.2 Why a Refined Ontology is Important

Situating extracted facts in an ontology has several banefit

Advanced Query Capability: One of the main advantages of
extracting structured data from Wikipedia’s raw text is #islity
to go beyond keyword queries and ask SQL-like questions asich
“What scientists born before 1920 won the Nobel prize?” An on
tology can greatly increase the recall of such queries bpating
transitivity and other types of inference. For examplehwitt rec-
ognizing that particle physicist is a subclass of physiaiich is
itself a subclass of scientists, a Wikipedia question-amswy sys-
tem would fail to return “Arthur Compton” in response to theeg-
tion above. In many cases the attributes of different Wittipen-
fobox classes are mismatched, for example one infobox oiags
have a “birth place” attribute while another has “cityothir —
matching corresponding attributes for subclasses islgleasen-
tial for high recall.

Faceted Browsing: When referring to Wikipedia, readers use
a mixture of search and browsing. A clear taxonomy and atigne

2Kylin's precision ranges from mid-70s to high-90s percefe;
pending on the attribute type and infobox class.



H

Schema Cleaning

Subsumption Detection

_ Markov Logic Joint Inference

[ Schema Mapping ] (¢ _

Figure 1: Architecture of Kylin Ontology Generator.

attributes enable faceted browsing, a powerful and popudgrto
investigate sets of articles [36].

Improving Extractors with Shrinkage: As long as an infobox
class has many instances (articles), Kylin has sufficieaihitig
data to learn an accurate extractor. Unfortunately, |@ilgdistri-
butions mean that most infobox classkm’t have many instances.
When learning an extractor for such a sparsely-populatessal,
one may use instances of the parent and childre@',cdppropri-
ately weighted, as additional training examples [17, 34].

Semiautomatic Generation of New TemplatesToday, Wiki-
pedia infobox templates are designed manually with an-gmane
“copy and edit” process. By displaying infobox classes m¢hn-
text of a clean taxonomy, duplication and schema drift cdadd
minimized. Base templates could be automatically sugddstén-
heriting attributes from the class’ parent. Furthermoyegipplying
the extractors which Kylin learned for the parent clasqilattes,
one could automatically populate instances of the new mfatith
candidate attribute values for human validation.

Infobox Migration: As Wikipedia evolves, authors are con-
stantly reclassifying articles, which entails an errovrE conver-
sion of articles from one infobox class to another. For examp
our analysis of five Wikipedia dump “snapshots” between @&@5
and 7/16/07 shows an average of 3200 conversions per mbigh; t
number will only grow as Wikipedia continues to grow. An éutit
tool that exploited KOG's automatically-derived schemapiags
might greatly speed this process, while reducing errors.

1.3 Contributions
KOG embodies several contributions:

e \We address the problem of ontology refinement and identify

e Using these techniques, we build a rich ontology which in-
tegrates and extends the information provided by both Wiki-
pedia and WordNet; it incorporates both subsumption infor-
mation, an integrated set of attributes, and type inforomati
for attribute values.

e \We demonstrate how the resulting ontology may be used to
enhance Wikipedia in many ways, such as advanced query
processing for Wikipedia facts, facetted browsing, autetha
infobox edits and template generation. Furthermore, we be-
lieve that the ontology can benefit many other applications,
such as information extraction, schema mapping, and infor-

mation integration.

2. DESIDERATA & ARCHITECTURE

In order to support the applications described in the pres/gec-
tion, an ontology (and the process used to create it) mustfysat
several criteria. First, we seedutomaticontology construction.
While researchers have manually created ontologies, si¢hz,
this is laborious and requires continual maintenance. wat@
techniques, likely augmented with human review, have ttierpo
tial to better scale as Wikipedia and other document storelye
over time.

Second, the ontology should contain a well-defined ISA hiera
chy, where individual classes are semantically distinct ratural
classes are well represented.

Third, each class should be defined with a rich schema, distin
a comprehensive list of informative attributes. Classesighbe
populated with numerous instances. We note that, while p¥itia
infobox classes have rich schemata, many duplicate classkeat-
tributes exist. Furthermore, many natural classes haveone-c
sponding Wikipdia infobox.

Fourth, classes (and attributes) should have meaningfuksa
Randomly-generated names, e.g. G0037, are unacceptaldeenty
terse names, e.g. “ABL” (the name of a Wikipedia infobox s)as
are less favored than alternatives such as “Australiantididecague.”

Finally, the ontology should have broad coverage — in ouecas
across the complete spectrum of Wikipedia articles. Wiitsé
desiderata are subjective, they drove the design of KOG.

2.1 Architecture

As shown in Figure 1, KOG is comprised of three modules: the
schema cleaner, subsumption detector, and schema mapper. T
schema cleaneperforms several functions. First, it merges dupli-
cate classes and attributes. Second, it renames uncomm@ss cl
and attribute names, such as “ABL,” mentioned above. Third,
prunes rarely-used classes and attributes. Finally,etrénthe type
signature of each attribute.

The subsumption detectadentifies subsumption relations be-
tween infobox classes, using wide range of different festuf F/IDF-
style similarity, the WordNet mapping, Wikipedia categaags,
Web query statistics, and the edit history of the individaricles.

The schema mappebuilds attribute mappings between related

the aspects of the Wikipedia data source which facilitate (@ cjasses (especially between parent-child pairs in theusnpton
well as those which hinder) the refinement process. We cod- pierarchy). Wikipedia’s edit history is essential to thisgess.

ify a set of heuristics which allow these properties to be-con
verted into features for input to machine learning algonish

Section 6 reports on several alternative designs for thesk m
ules. Our experiments show that a joint inference approahbfch

» We cast the problem of subsumption detection as a machine simultaneously constructs the ISA-tree, while mappingsia to
learning problem and solve it using both support-vector ma- \wordNet, achieves the best performance. The next thremssct

chines and Markov Logic Networks (MLNs). The MLNs
model is especially novel, simultaneously constructingta s
sumption lattice and a mapping to WordNet using joint in-

ference. Our experiments demonstrate the superiorityeof th
joint inference approach and evaluate other aspects of our

system.

provide details for each module.

3. SELECTING & CLEANING SCHEMATA

Schemata obtained from the Web are frequently noisy, requir
deduplication, attribute alignment and other cleaningizethey



{{Infobox Settlement

|official_name = Bijing

|other_name =

|native_name  #T

|settlement_type = [[Municipality of
China|Municipality

limage_skyline = SA Temple of Heaven.jpg

limage_caption = The [[Temple of
Heaven]], a symbol of Beijing

|citylogo_size =

limage_map = China-Beijing.png

|mapsize = 275px

|map_caption = Location within China

|subdivision_type = Country

|subdivision_name [[People's Republic of Chinal]

Jsubdivision_typel = [[Political divisions of
China#County |evel |County-
level & nbsp;divisions]]

|subdivision_name =18

|subdivision_type2 =[[Political divisions of
China#Township
level [Township& nbsp; divisions]]

[subdivision_name2 = 273

lleader_title =[[Communist Party of
ChinalCPC]] Beijing

|leader_name =[[Liu Qi (Communist)|Liu Qi]]
Committee Secretary

lleader_titlel = [[Mayor]]

lleader_namel =[[Wang Qishan]]

lestablished title = Settled

lestablished date =ca 473 BC

Locanon Wi Cia

Coordinates: (g s5%4207H 116723207 E

Courtry Feople's Republic of China
Courtylevel divisions 18

Township divisions 273 1
Settled ca. 473 BE

Government
- CPL Beijing
- Mayar

Figure 2: Sample Wikipedia infobox and the attribute / value
data used to generate it.
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Figure 3: The number of article instances per infobox class &s
a long-tail distribution.

and digits are discarded (e.g., “musical artist_2" to “roabartist’®).
Finally, all tokens are converted to lowercase. Classegingfo
the same canonical form are considered to be duplicates.
Conveniently, Wikipedia records a full edit history of clgas to
the site; KOG exploits this information to locate duplicat&ibutes
within each class. For example, if authors have renameithatis
from one name to another more times than a threshold (e.g., 5)
then this suggests that they likely denote the same sersaanitt
could be treated as duplicates. Similarly, if two attrilsutd class
¢ never have values filled simultaneously, and they have betm b
transferred to the same attribute of classhis edit pattern also
indicates duplication. KOG combines these edit-histotdees
with the evidence from canonical forms to render its finalehat

3.2 Ignoring Rare Classes and Attributes
Another consequence of free authoring is schema sparseness

fobox class schemata as a case study. Widely used to display anany classes and attributes are used rarely, leading tayetadled

concise, tabular summary of an article, an infobox definbgestr
attribute-value triples with the intent that infoboxes b&tsame
class will share most attributes. For example, Figure 2 shiw
“Beijing” infobox for the classsettlementthis was dynamically
generated from the data shown in Figure 2. The set of ataibut
used in a class’ infoboxes, and the types of the associated va
ues, implicitly define the schema of individual classes. 8tgn

the explicitly defined Wikipedia schemata are noisy, witpléiate
schemata, sparse instantiation, obscure class namesngmed
attributes. We now explain how to cope with these problems.

3.1 Recognizing Duplicate Schemata

One challenge stems from the need to group distinct butyrearl
identical schemata. In the case of Wikipedia, users arddre®d-
ify infobox templates allowing schema evolution during tdoeirse
of authoring and causing the problem of class/attributdiciagoon.
For example, four different templates: “U.S. County” (142&8S
County” (574), “Counties” (50), and “County” (19), were ast®
describe the same class in the 2/06/07 snapshot of WikipSdia
ilarly, multiple tags are used to denote the same sematibges
(e.g., “Census Yr", “Census Estimate Yr”, “Census Est.” &Ddn-
sus Year”).

Schema matching has been extensively studied in the datagea
ment community, and the resulting techniques apply diyaotthe
task of duplicate detection [14, 23]. In the case of Wikijgetiow-
ever, the task is facilitated by additional features from ¢bllabo-
rative authoring process: redirection pages and the estibryi

Wikipedia uses redirection pages to map synonyms to a simgle
ticle. For example, “Peking” is redirected to “Beijing”. Byheck-
ing all redirection pages, KOG notes when one infobox tetepla
redirects to another.

Next, KOG converts class names to a canonical form: parenthe
ses are replaced with “of” (e.g., “highschool (american)“high-
school of american”). Underscores, “_", are replaced witipace

distribution. For example, Figure 3 shows the number of Yékia
article instances (log scale) per infobox class. Of the 19&88ses,
25% have fewer than 5 instances ahtds have only one. The case
is even worse for infobox-class attributes — on6% of attributes
are used by at lea36% of the instances in their class.

We observed that rare infobox classes and attributes afi@in i
cate non-representative uses (e.g., the “mayor” attrifmrtéU.S.
County”), or result from noisy data — As a first step, KOG elimi
nates them from processing. Currently, KOG uses simplessiat
for pruning — infobox classes with fewer than 5 articles aye i
nored. For each class, we keep only those attributes usedt® m
than15% of instance articles. In the future, we plan more sophisti-
cated methods for dealing with rare items.

3.3 Assigning Meaningful Names

In Wikipedia a number of infobox classes have obscure oeters
names, such as “ABL,” mentioned earlier, and “pref gr,” white-
notes “prefectures of Greece.” Even humans may find it difficu
to discern the underlying meaning, yet without an intuitizene a
class has limited value.

KOG detects which names may need renaming by identifying
those which are missing (even after stemming) from a dietign
WordNet in our case. If any token from a class name fails tamat
a WordNet node, KOG passes the name to the four-step pracedur
described below. If this procedure succeeds at any stegrnitit
nates and returns the recovered full name.

Step 1: Split the name using case boundary information. For
example, “horseRacers” would be split into “horse Racers.”

Step 2: Use spell checking (i.e., the statistically-bag&dogle-
SpellSuggestioffunction) to find transmutations, e.g. correcting
“hungerstriker” to “hunger striker.”

3Sometimes authors add digits to names to indicate a minferdif
ence. Inspection suggests that the variants should be chesgyen
creating a general purpose ontology.



Step 3: Collect the category tags of all instance articles within
the class, and pick the most frequén{2 in our case) tags. If
the abbreviated form of one tag matches the class name,ghie ta
treated as the recovered name. Otherwise, the most fretpgeist
returned. With the “ABL” class, for example, “Australian 8zball
Team” and “Australian Baseball League” are the two mostfezr
tags, and “Australian Baseball League” would be returned.

Step 4: Query Wikipedia to see if there is an article correspond-
ing to the given class. If it is a redirected page and the hide
a good form (as measured heuristically), such as “Video Game
redirected from “cvg”, KOG uses the title for the new clasmpa
Otherwise, it uses the definition phrase in the first sentefitiee
article as the final result. For example, for the “amphoes$sj¢here
is an “Amphoe” article whose first sentence reads “An ampkoe i
the second level administrative subdivision of Thailarahid so
KOG uses'second level administrative subdivision of Thailand”
as the class name.

These four heuristics may also be used to rename obscuralytha
attributes such as “yrcom,” (year of commission). In addition,
KOG uses Wikipedia’s edit history to see if people have méyua
renamed the attribute in some instances of the class. Forgza
“stat_pop” can be renamed “population estimation,” beeaisers
have made some transfers between these two attributes.

3.4 Inferring Attribute Types

Even though infobox classes have associated schemate,isher
no type system for attribute values. Indeed, since infobae
intended solely to provide convenient visual summarieshior
man readers, there is rguaranteethat users are consistent with
datatypes. Yet inspection shows that most attribdtdsave an im-
plicit type (e.g. “spouse” has type “person”), and if typesilcl
be inferred, they would greatly facilitate extraction,tfabecking,
integration, etc.

KOG infers attribute types from the corresponding set ofies)
using the following five-step procedure:

Step 1: Let ¢ be an infobox class with attribute For example,
a might be the “spouse” attribute of the “person” class. KO@G-ge
erates the set of possible valuesagfand finds the corresponding
Wikipedia objects}. . ; hote not every value will have correspond-
ing Wikipedia article.

Step 2: Create a partial functiow : V., — N,, from value ob-
jects to WordNet nodes by combining two preexisting partiap-
pings. The first source, “DBpediaMap,” is DBpedia’s [5] maliy
created mapping from 287,676 articles to correspondingdiWet
nodes. If DBpediaMap does not have an imageufar V. ., then
KOG uses “YagoMap,” an automatically-created mapping,civhi
links a greater number, 1,227,023, of Wikipedia article¥iard-
Net nodes [32].

Step 3: Consider the set of WordNet nodes { there exist at
leastt distinctv € V., such thatw(v) = n} for some threshold,
t (we uset = 10). If there are at least nodes in this set, KOG
considers the two which are mapped by the most valu&s jnand
finds their relationship in WordNet. If the relationshipakerna-
tive, sibling, or parent/childKOG returns their least common par-
ent synset as the final type for the given attribute. For exenifp
the two most frequent nodes are “physicist” and “matheriaatic
then KOG would choose type “scientist,” because it is thealir
parent of those two siblings. If no relationship is found, BGets
the type equal to the synset of the most frequent node.

Step 4: If no WordNet node is mapped by at ledstalues in
Ve,a, KOG creates a larger set of valués, by adding the values
of a similar class¢’ which also has attribute. For example, Wi-
kipedia entities from “Person.Spouse” and “Actor.Spousetild

be put together to compute the accumulated frequency. Tks mo
frequent WordNet node would be returned as the type of tlgetar
attribute.

Step 5: If Step 4 also fails, KOG analyzes the edit history to find
the most related attribute, which has the highest numbeans$ters
with the target attribute. The type of this most-relatedilaite is
then returned as the type @f

KOG can also generate a type signature for a complete infobox
class. Indeed, this is easy after the class has been mapped to
WordNet node, which is described in the next section.

4. DETECTING SUBSUMPTION

Detecting subsumption relations, i.e. that one cl&#ssubset
of another, is the most important challenge for KOG. We model
this task as a binary classification problem and use machara
ing to solve it. Thus, the two key questions are: 1) whichufesgt
to use, and 2) which machine learning algorithm to apply.alet,f
we implemented two very different learning frameworks: S¥M
and a joint inference approach based on Markov logic. Thé nex
subsection defines the features: a mixture of similarityriceand
Boolean functions. Section 6 shows that our joint infereape
proach performs substantially better.

4.1 Features for Classification

KOG uses six kinds of features, some metric and some Boolean.

Similarity Measures: Class similarity is an indication of sub-
sumption, though not a sufficient condition. KOG uses foifedi
ent similarity metrics.

Attribute Set Similarity:KOG models a class as the set of its
attributes, compresses each set into a bag of words, andutesnp
the TF/IDF similarity score between the bags.

First Sentence Set Similarit{zor each class, KOG creates a bag
of words by taking the first sentence of each instance of thgscl
Again the TF/IDF score between the bags defines the sinyilarit

Category Set SimilarityThe bags are created from the category
tags attached to the class instances.

Transfer FrequencyThis similarity score is computed from Wi-
kipedia’s edit history. Ifc andc’ denote two classes, define their
transfer-frequencgimilarity as the number of articles whose class
membership switched fromto ¢’ or vice versa. We normalize this
frequency td0, 1.0].

Class-Name String Inclusion:Inspired by [33], we say that the
featureisaFT(c,d,Containholds iff: 1) the name ofl is a substring
of ¢'s name, and 2) the two names have the same head (as deter-
mined by the Stanford parser [2]). For example, the featotdsh
for ¢ = “English public school” andi = “public school,” since
both have “school” as head.

Category Tags:Many infobox classes have their own Wikipedia
pages, and sometimes a special type of category, “XXX infobo
templates,” is used to tag those pages. We say that the deatur
isaFT(c,d,HasCategonpolds if class ¢ has a special category tag
called “(name of d infobox templates.”

For example, the page for the “volleyball player” class heata-
gory tag called “athlete infobox templates,” and theretsxasother
class named “athlete,” sisaFT(“volleyball player”, “athletes”,
HasCategory) This feature is strongly linked to subsumption (e.qg.,
“volleyball player” ISA “athlete,” but nothing is guaranteed. For
example, both “athlete” and “Olympic” classes have the gaitg
tag “Sports infobox templates”, but neither of thé&A sports.

Edit History: The edit patterns from Wikipedia's evolution con-
tain useful information — intuitively, when changing thegyof an
instance, an author is more likely to specialize than gdizeraNe
define thedegreeof classc as the number of classes transferring



with ¢. Given a pair of classesandd, KOG checks: 1) whether
thetransfer-frequencyetweerc andd is high enough (e.g, bigger
than 5 in our case); 2) Whether the degred & much bigger than
that of c (e.g. more than twice as big). If both conditions are true,
we say the featunsaFT(c,d,EditHholds — weak evidence f6A
ISAB".

Hearst Patterns: Following [19, 16], KOG queries Google
to collect type information about class hames using pattsuch
as“NPO, like NP1” and“NPO such as NP1’ which often match
phrases such as “... scientists such as phsyicists, clemist ge-
ologists.” We saysaFT(c,d,HPatternholds if the Google hit num-
ber for HPattern(c,d) is big enough(e.g. 200 in our case)emary
small for HPattern(d,c)(e.g. less than 10 in our case).

WordNet Mapping: By computing a mapping from infobox
classes to WordNet concept nodes, KOG gains useful featoires
predicting subsumption. For example, if betAndd have perfectly
corresponding nodes in WordNet and one WordNet node sulssume
the other (saysaFT(c,d,isaWN) then this is likely to be highly
predictive for a learner. Since computing the mapping todMat
is involved, we describe it in the next subsection.

4.2 Computing the WordNet Mapping

In this section we explain how KOG generates two mappings
between infobox classes and WordNet node§:) returns a node
whose name closely matches the name:,ofvhile p(c) denotes
the node which most frequently characterizesitistancef c ac-
cording to Yago [32]. Based on these two mappings, KOG seeks
the closest semantic mated(c) for each class in WordNet (e.g.,
“scientist” class should map to the “scientist” node indte&the
“person” node), and outputs one of the seven mapping typas ch
acterizing different degrees of match; in descending avfisirength
we have:.LongNameLongHead ShortNameAfterYag&hortHead-
AfterYago HeadYagp ShortNameandShortHead The following
steps are tried in order until one succeeds.

Step 1: If classc¢’s name (after cleaning) has more than one to-
ken, and has an exact match in WordNet¢), thenw(c) is output
as the closest semantic matetic) with mapping typd_.ongName
This kind of mapping is very reliable — a random sample of 50
cases showed perfect precision.

Step 2: KOG uses the Stanford parser to locate the headsof
name and returns the WordNet node which matches the longest s
string of that headw(c). For example, “beach volleyball player,”
is matched to “volleyball player” in WordNet, instead of agter.”

If the matched head has more than one token, dief is returned
with type LongHead a sample shows that it is also very reliable.

Step 3: If neither of the previous techniques work, KOG looks
for a consensus mapping amongst articles which instantiege
class, much as it did when determining an attribute’s typ8en-
tion 3.4. However, instead of using both the DBpediaMap and
YagoMap to define the mapping, as done previously, KOG just
uses YagoMap, saving the higher-quality, manually-gerdrBB-
pediaMap to use as training data for the learner. l.etenote the
instances of infobox class for all o € I. let (o) be the Word-
Net node defined by Yago. Lef(c) be the most common node in
»(Ic). If ¢'s head is a single token, and has a matched ngd¢
in WordNet, KOG checks the relationship betweef) and¢(c)
in WordNet. Ifw(c) is a child or alternative op(c) and the head is
the class name itself (i.e's name is a single token), KOG returns
w(c) with type ShortNameAfterYagotherwise, KOG returns(c)
with type ShortHeadAfterYagdf no relationship is found between
w(c) andy(c), KOG returnsp(c) with type HeadYago If no ¢(c)
is found, KOG returns(c) with type of eitheiShortNamer Short-
Head depending on whetheris single token. As in Yago [32], we

select the most frequent sense of the mapped node in WordNet,
which turns out to work well in most cases.

To finally determine whethet () is returning a good mapping,
KOG encodes its mapping type as a Boolean featmapType(c,t)
wheret denotes one of the seven types (d.gngNamég A support
vector machine (SVM) is learned using DBpediaMap as a tngini
set (We used the LIBSVM implementation [3]). In this way, the
SVM learns relative confidences for each mapping type armlsit
a score for the WordNet mappings. This score can be useditp eas
control the precision / recall tradeoff. Furthermore, tbere could
also identify potentially incorrect mappings for furtharification
(whether manual or automatic).

Now, when given two classesandd, KOG can check whether
w(c) subsumeso(d) in WordNet. If so, KOG constructs the fea-
ture,isaFT(c,d,isaWN)which is likely to be highly predictive for
the subsumption classifier described next.

We close by noting that, in addition to being a useful feature
for the subsumption classifier, the WordNet mapping hasr dtire
portant benefits. For example, each node in WordNet has an as-
sociated set of synonyms which can be used for query expansio
during query processing over the infobox knowledge baser Fo
example, consider a query about ballplayers born in a gieam.y
Even though there is no “ballplayer” class in Wikipedia, et
knows that “ballplayer” and “baseball player” are synonyamsl
SO a query processing system can operate on records of the-“ba
ball player” class. Additionally, associating the atttiési from a
Wikipedia schema (as well as a long list of class instancét) w
a WordNet node may also provides substantial benefit to WetrdN
users as well.

4.3 Max-Margin Classification

One might think that there would be no need to learn a sec-
ond classifier for subsumption, once KOG has learned the imgpp
from infobox classes to WordNet, but in practice the Wordiap-
ping is not 100% correct, so the other features improve bathip
sion and recall. But even if the first SVM classifier could tear
correct mapping to WordNet, it would be insufficient. For mxa
ple, “television actor” and “actor” are both correctly mappto the
WordNet node “person,” but this mapping is incapable of fmted
ing that “actor” subsumes “television actor.” Instead, K@€ats
the mapping as just another feature and learns the subsumpti
lation using all available information.

KOG uses the “DBpediaMap” to constructs the training ddtase
(details in section 6.2) to train an SVM classifier for subpum
tion. By automatically weighing the relative importanceatiffea-
tures, KOG finds an optimal hyperplane for classifying sufysu
tion. With a confidence threshold of 0.5, the SVM achieveswan a
erage precision of 97.2% at a recall of 88.6%, which is quiiedy

4.4 Classification via Joint Inference

While the SVM's performance is quite good, there is stillapa
to improve. First, the SVM classfier predi¢&Abetween each pair
of classes sequentially and separately. This local segrmbrés
evidence which is potentially crucial. For example;dfISA d”
and“d ISA e”, then it is likely that‘c ISA e”, even if no strong
features observed for the pair oande.

Secondly, the SVM classifiers separate the WordNet mapping
andISAclassification as input and output, so that the crosstalk be-
tween these two parts is blocked. In reality, however, these
problems are strongly intermixed and evidence from eititkr can
help to resolve the uncertainty of the other side. For exangien
that class: andd have correct mappings to WordNet énd (c) ISA
w(d)”, itis likely that“c ISA d”; on the other hand, ifc ISA d”



but the retrieved mappings (c¢) andw(d) have nolSArelation-
ship in WordNet, then it is clear that something is wrong —thiat
SVM won'’t recognize the problem.

In contrast, a relational-learning model capable of jaif¢ience
can exploit this global information. To see if this would lead to
greater performance, we applied the Markov Logic Netwdvks\s)
model. By addressindSA classification and WordNet mapping
jointly, our MLNs model achieves substantially better penfiance
for both tasks. Section 6 provides detailed experimentsybunote
that with a confidence threshold of 0.5, our MLNs model elimi-
nated43% of the residual error while simultaneously increasing
recall from 88.6% to 92.5%.

Before describing our MLNSs classifier in more detail, we pdev
background on Markov Logic Networks.

Markov Logic Networks

Using MLNSs to Classify Subsumption

KOG uses the open source Alchemy system [22] to implement
its MLNSs classifier. As described in Section 4.1, two pretiisare
used to represent featurestapType(c,tandisaFT(c1,c2,f). Two
query predicatesal(c:, c2) andmap(c)are used to express the un-
certainty ofISAclassification and WordNet mapping, respectively.
After learning, Alchemy computes the probabilities of tagsedi-
cates.

We use three kinds of logical formulas to guide KOG’s leagnin
The first represents the loose connection between WordNpt ma
pings and the corresponding types. For example,

mapType(c, LongName) < map(c)

which means “Class ¢ has a long class name and exactly matches
a node in WordNet if and only if this mapping is corrett.Re-
member that Alchemy will learn the best probabilistic weifgdr

A first-order knowledge base can be seen as a set of hard con-this and the other rules. By using a metavariablet,” instead of

straints on the set of possible worlds: if a world violatesreene
formula, it has zero probability. The basic idea of MLNs istdten

these constraints: when a world violates one formula in tBetk
is deemed less probable, but not impossible. The fewer fiagrai
world violates, the more probable it is. Each formula hassaoa
ciated weight that reflects how strong a constraint it is: Higher

the weight, the greater the difference in log probabilitpweEen a
world that satisfies the formula and one that does not, ottiegs

being equal.

(From Richardson & Domingos [28]) Markov Logic Network
Lis a setof pair$F;, w; ), whereF; is a formulain first-order logic
andw; is a real number. Together with a finite set of constédhts
{c1,¢2,...,¢c}, it defines a Markov networR/z, ¢ as follows:

1. My c contains one binary node for each possible grounding
of each predicate appearing in The value of the node is 1
if the ground predicate is true, and 0 otherwise.

2. M;,.c contains one feature for each possible grounding of
each formulaF; in L. The value of this feature is 1 if the
ground formula is true, and O otherwise. The weight of the
feature is thev; associated with¥; in L.

Thus, there is an edge between two noded/f ¢ if and only
if the corresponding ground predicates appear together lenat
one grounding of one formula ifi. An MLNs can be viewed as
atemplatefor constructing Markov networks. The probability dis-
tribution over possible worlds specified by the ground Markov
network M c is given by

x) = % H di(z(iy)

whereZ is the normalization factoe); (x ;3 ) is the potential func-
tion defined on theth cliqgue which is related to a grounding of
formula F;, andx,, is the discrete variable vector in the clique.
Usually, it is represented as follows,

P(X

@)

et Fi(xgy) =True

In this way, we can represent the probability as follows,
1
P(X =z)= A exp {Z wmi(m)} 3)

wheren;(x) is the number of true groundings &% in x.

the constantongNamewe direct Alchemy to learn weights for all
possible indicationsinapType(c, +t) < map(c).

The second class of formulas encode the intuition thaSa)is
transitive, and 2) features such igaFT(c1,c2,Contain)are likely
correlated with subsumption:

isa(c1, c2) Aisa(cz, cs) = isa(cr, cs)
1saFT(c1,c2,+f) < isa(ci, c2)

The final formulas encode the connection between the WordNet
mapping andSAclassification:

1saFT(c1,c2,isaW N) A map(c1) A map(c2) = isa(c1, c2)

which means “ifc; andce both have correct WordNet mappings
and the mapped nodes d8Ain WordNet, therc; ISAce.”
Two other formulas complete the intuition:

1saFT(c1,c2,1saW N) N isa(cr, c2) = map(c1) A map(cz2)
map(c1) Amap(cz) Aisa(ci,c2) = isaFT(c1,c2,isaW N)

Discriminative learning is used to determine the weight®ohu-
las [30], and MC-SAT is used for inference [27]. Experiménéa
sults show that this joint inference approach improves theigion
of bothISAclassification and WordNet mapping.

5. MAPPING ATTRIBUTES ACROSS SCHEMATA

Schema mapping is a well-studied database problem, whidisse
to identify corresponding attributes among differenttielzal sche-
mata [14, 23]. With KOG, we take a simple approach which ex-
ploits the structure of Wikipedia, relying on the edit histde.qg.,
Wikipedia’s sequential record of every edit to every page) string
similarity comparison to find attribute mappings.

Let c andd denote two classes, typically a parent/child pair from
the subsumption lattice constructed in the previous secti©G
considers different pairs of attributes, looking for a nhettg check-
ing the following conditions in turn:

Step 1: If the transfer frequencyetween two attributesa and
d.bis high enough% 5 in our case), KOG matches them.

Step 2: If data is sparse, KOG considers attribute names inde-
pendent of class, looking at the edit history of all classéh at-
tributes named: andb. For example, it treats “actor.spouse” and
“person.spouse” both as “spouse,” and “person.wife” andsim
cian artist.wife” both as “wife,” and computes the sum of titzas-
fer frequencies between all possible pairs of attrib(tes). If an

*In fact, Alchemy converts the bidirectional implicatiortartwo
separate clauses, one for each direction; this allows &aml dif-
ferent weights for each direction.



attributec.a wasn’'t mapped in Step 1 and ttransfer frequencpe-
tween attribute: andb is over threshold in this aggregate fashion,
then KOG maps.a to d.b.

Step 3: If the previous steps fail, KOG uses the lexical, string
comparison method, like that of Section 3.1.

Once mapping is complete, KOG iterates over all attributes,
lecting every corresponding attribute into a bag of altéveaames.
For example, the “birth place” attribute of “person” is gime fol-
lowing alternative names: birthplace, place of birth, plaath, lo-
cation, origin, cityofbirth, born.” This naming informati is help-
ful for query expansion and for other tasks (e.g., query sstion,
information integration, etc.)

Heuristic Precision(%)| Recall(%) | F-Measure(%),
CaseCheck 97.0 10.1 18.2
GoogleSpell 91.7 6.9 12.9
Category 86.7 61.3 71.8
WikiQuery 90.0 5.7 10.7
All 88.4 84.0 86.1

Table 1: Performance of assigning meaning full class names.

here as it did when renaming class names. One explanation may
be that less attention is paid by humans to attribute namelsthés
provides a weaker signal for KOG to exploit.

Since KOG has already estimated a type signature for each at-Inferring Attribute Types

tribute, it uses this to double-check whether the attriloégping
is consistent. Those which fail to match are tagged for syuesat
verification and correction, which could be manual or autiendn
the future, we intend to add the attribute mapping phasd, tyjte
consistency, into our joint inference approach.

6. EXPERIMENTS

To investigate KOG's performance, we downloaded the Ehglis
version of Wikipedia for five dates between 09/25/2006 arid®2007.
We evaluated ontology refinement on the 07/16/2007 snapstest
vious versions were used to compute edit-history inforamatThere
are many measurements for taxonomy creation. We chose thie mo
general criteria of precision and recall.

6.1 Selecting & Cleaning Schemata

This section addresses three questions: How does KOG recog-

nize duplicate schemata? How does it assign meaningful same
And what is the precision for attribute type inference?

Recognizing Duplicate Schemata

Our data set contained 1934 infobox templates. By following
redirected pages, KOG found 205 duplicates; checking daabn
forms identified another 57. A manual check yielded an eséma
of 100% precision. To estimate recall, we randomly selected 50

In order to check the performance of type inference, we ran-
domly picked 20 infobox classes, which had a total of 329 at-
tributes. KOG predicted a type for 282 of these and 186 ptiedis
were correct. This leads to an estimated precision of 66% wvit
recall of 57%. These results are acceptable given the protisi-
culty and lack of labeled training data, but we anticipat ty in-
corporating the techniques introduced by the REALM mod8],[1
KOG could do substantially better.

6.2 Subsumption Detection

We now focus on three additional questions: What are thé-prec
sion and recall of subsumption detection? How does KOG ifyent
incorrect WordNet mappings? And what is the benefit (if arfy) o
joint inference? First, however, we describe how KOG autéma
cally derive a training dataset based on open Web resources.

Training dataset construction

Recall that “DBpediaMap” contains manually-created maggi
from 287,676 articles to their corresponding WordNet nodles
articles come from 266 of the infobox classes. KOG uses tiia d
to construct the pseudo-training dataset for subsumpttentior.
We call it “pseudo” because it is constructed indirectlyfa®ws.
For each class covered by “DBpediaMap”, we first select thstmo
frequent aggregated label over its instance articles. Tiemnle-
cide whether this is &lameMapor HeadMap if the label exactly

classes and found 9 duplicates by manual checking. KOG suc- matches the class name or one of its alternative terms inMédrd

cessfully identified 7 of them, which leads to an estimatexlie
of 78%. Since KOG also prunes classes containing less than 5 i
stance articles, 1269 infobox classes are selected.

For attributes, KOG found 5365 duplicates — about 4 per class
We randomly selected 10 classes and manually identifiedu2b tr
duplications. On this set KOG predicted 23 duplicates ofohf#0
of them were correct. This leads to an estimated precisi@7 &4,
and estimated recall of 79%. Since KOG ignores attributesihwh
are used by less than 15% instance articles, 18406 attsifouie of
40161) survived cleaning.

Assigning Meaningful Names
By referring to WordNet, KOG selected 318 out of 1269 in-

foboxes for name recovery. KOG found names for 302 of these

candidates and manual checking rated 267 of them to be torrec
This is quite encouraging, because many class names agenetyr
hard to interpret— even for human beings. For example, KOG co
rectly renamed “wfys” to be “youth festivals” and renamegc¢g’

to “New York City Subway.” Table 1 shows the detailed conirib
tion of each heuristic, where “All” means the combinatioreaéry
heuristic, as described in section 3.1.

For attributes, we randomly selected 50 classes which itoata
total of 654 attributes. By referring to WordNet, KOG iddietil
153 candidates, and it reassigned names to 122 of them; 182 of
new names were correct. This leads to an estimated preas$ion
84% and recall of 67%. We note that KOG didn’t perform as well

we call it aNameMap otherwise call it dHeadMap Besides “DB-
pediaMap”, two other mapping types are also added to thedpseu
dataset due to their high precision: ond.angNameand another
LongHead In this way, we get a dataset of 401 classes with pseudo-
labeled WordNet mappings. Then KOG produces positive agd ne
ativeISApairs by following the hyponym tree in WordNet:

e Suppose both clagsandd haveNameMapew (c) andw(d).
If @w(c) ISAw(d), KOG labels‘c ISA d”. Otherwise,‘c
NOT ISA %

e Suppose classhasHeadMapw (c) and classl hasNameMap
w(d). If w(c) ISAw(d)”, orw(c) is an alternative term of
w(d), we label‘c ISA d”.

In this way, KOG get05 positive and358 negative ISA pairs
for training.
Results

To better understand the source of performance at subsampti
classification, we also implemented a simplified MLNs clssi
it uses exactly the same features as the SVM classifier (utithe
formulas for crosstalk between WordNet mapping EWclassifi-
cation). For clarity, we call the simplified model “MLN,” arttie
fully-functional one “MLN+.” We test each model’s performze
with 5-fold cross validation on the pseudo-labeled dataset

SOther datasets, like the automatically compiled “YagoMapthe
“Category Ontology” from [26] can also serve for this purpos
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Figure 5: ISA classification with confidence threshold set a8.5.

Figure 4 shows the precision/recall curves for subsumtias-
sification. All three models perform well. We suspect mosige
are willing to trade away recall for higher precision. Instsense,
both MLNs models perform better than the SVM classifier, and
MLN+ is the best by further extending the recall. To have &elo
look, we set the confidence threshold at 0.5, and comparee thr
models’ performance in Figure 5. The SVM classifier achieves
an excellent precision of 97.2% and recall of 88.6%. The MLN
model drops precision to 96.8% but has better recall at 92A418d
MLN+ wins on both counts, extending precision to 98.8% (&lim
nating residual error by 43%) and recall to 92.5%. Since tilg o
difference between the two MLNs are the formulas inducingtjo
inference, it is clear that this is responsible.

As we mentioned before, the WordNet mapping is useful in its
own right. To check how joint inference affects this task,again
implemented a simplified MLNs and compared the performarice o
three models. Figure 6 shows that both MLNs models achievg a b
improvement over the SVM classifier. The MLN+ model has over-
all better performance than MLN, especially at high recdlhis
improvement stems from MLN+'s ability to identifying inaect
WordNet mappings, as shown in Figure 7. This ability maygran
late into an effectivamixed-initiative interfacesince the MLN+
model will be able to drive active learning, asking humansdp
rect examples which it knows are incorrect.

6.3 Mapping Attributes Across Schemata

This section evaluates the precision and recall of KOG'esth
mapping capability. In particular, we are interested inahgity to
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Figure 7: Relative performance detecting incorrect WordNe
mappings.

accurately map corresponding attributes between parehclaiid
schemata. To perform the evaluation, we took a random sample
of 101SAclass pairs (comprising 20 classes) from the constructed
subsumption lattice. Manual checking revealed a total ofr@é
mappings. KOG made 84 predictions and 79 of them were cor-
rect. This leads to an estimated precision of 94% and reéall o
87%. There are two main causes for incorrect mappings: first,
some ambiguous attributes are invented for flexible viga&itin
purpose. For example, “free” and “free_label” are wideledis
by users to define attributes. This ambiguity misleads KOG to
link several attributes to these free attributes. Secoréystring-
similarity heuristic also produces errors occasionalty: €&ample,
“road.direction_a” is mapped to “route.direction_b” srmnly one
character is different. In the future we hope to incorporatently-
developed schema-mapping techniques from the databasawcom
nity in order to boost precision and recall.

6.4 Enabling Advanced Queries

The main motivation for KOG was the hope that the resulting
ontology would support advanced queries over data exttdmien
Wikipedia and the Web. As preliminary confirmation of thisg w
did a case study to check its support for query over Wikip&aia
foboxes. It turns out KOG helps to extend the recall in marsgsa
For example, given a query like:

e “Which performing artists were born in Chicago?”



Without the refined ontology, one would likely return zere re
sults, because there is no “performing artist” infobox ia turrent
Wikipedia. However, with KOG we know “performer” is an akier
native of “performing artist” and its “location” attributeas “born”
as an alias. As a result, the answer “Michael lan Black” wdigd
successfully retrieved from an infobox. Furthermore, bjofe-
ing the ISA tree, we know “actor” and “comedian” are childien
“performer”, and their attributes “birthplace”, “birthate”, “city-
ofbirth”, “place of birth”, “origin” are duplicates, all n@ping to
the “location” attribute of “performer.” This expansiori@ais the
return of 162 additional answers from “actor” and one addéi
answer from the “comedian” class.

7. RELATED WORK

Ontology Construction Based on WikipediaSuchanek et al. built
the Yago system by unifying WordNet and Wikipedia, wherd lea
category tags are mapped to WordNet nodes with rule-basgd an
heuristic methods [32]. Strube et al. derived a large seadertomy
based on the Wikipedia category system by applying severald:
tics to identify the ISA relationships among category tadg].[

In contrast with this work, we focus on combining Wikipedia i
foboxes with WordNet, and trained a sophisticated MLNs rhode
to jointly infer the WordNet mapping and ISA classificatiom
some sense, their work and ours are complementary to eaeh oth
they achieve greater coverage with category tags, and weédero
detailed schemata together with attribute mappings.

Herbelot et al. extracted ontological relationships fronkivw
pedia’s biological texts, based on a semantic representdérived
from the RMRS parser [21]. In contrast, KOG constructs a throa
general-purpose ontology. Hepp et al. propose to use sthiidéi
technology as an ontology-engineering workbench and shapa
plication of treating Wikipedia entries as ontology eleitse20].
We are also motivated by the special structures (e.g., ixfed)
in Wikipedia, and try to address more advanced problems asc
subsumption extraction and schema mapping.

Learning Relations from Heterogenous Evidence&€imiano et al.
trained an SVM classifier to predict taxonomic relationsasen
terms by considering features from multiple and heterogesisou-
rces of evidence [10]. For KOG, we also used SVM classifiers to
handle diverse features from heterogenous evidencesdroore,
we also applied an MLNs model, showing the benefit of jointinf
ence: by using a single MLNs classifier, KOG creates the WetdN
mapping and ISA classification simultaneously — gettingevet
performance on both tasks.

Snow et al.'s work [31] is closer to ours in the sense of hagdli
uncertainty from semantic relationships and WordNet maggpall
together over heterogenous evidence. However there aegatev
important differences. First, they use local search toeimamtally
add one new relation in each step, greedily maximizing tleesiap
increase in likelihood. This hill-climbing model risksgliing into
a local maximum, with no ability to jump to a globally bettels
tion. In contrast, we use a MLNs model to jointly infer theual
of all relations, more likely finding the optimal solutione&nd,
Snow et al. assume that each item of evidence is indepentialit o
others given the taxonomy, and depends on the taxonomy gnly b
way of the corresponding relation. In contrast, our MLNs elod
doesn’t make any independence assumption during inference

Schema Matching Several of the problems addressed by KOG
may be seen as instances of the schema-matching probleog- rec
nizing duplicate schemata, finding duplicate attributes|, match-
ing the attributes of one schema with those of a subsumirgs.cla
Many researchers have investigated this general probrecally

those in the database and IR communities. For example, Doan
et al. developed a solution combining several types of nma&chi
learning [14]. Madhavan et al. proposed a corpus-basedhmatc
ing approach which leverages a large set of schemata and map-
pings in a particular domain to improve robustness of matghi
algorithms [23]. He and Chang proposed a statistical schaag

ping framework across Web query interfaces by integratangd
numbers of data sources on the Internet [18]. Bilke and Naonma
exploit the existence of duplicates within data sets togrerfauto-
matic attribute mappings [6]. We would like to incorporatege
approaches into KOG, but to date have implemented a simpler,
heuristic approach which exploits Wikipedia-specific stave to
yield acceptable performance.

General Ontology Construction The most widely used method
for automatic ontology extraction is by lexico-syntactattern anal-
ysis. This is first proposed by Marti Hearst to acquire hyposy
from large text corpora [19], and later followed by many sssful
systems, such as KnowltAll [16] and PANKOW [8, 9]. Cafarella
et al. proposed the TGen system to discover schemas fronnthe u
structured assertions harvested from the Web [7]. Anothaeml
way to learn ontology is clustering concept hierarchiesngd1].
Linguistic approaches are also applied, such as OntoL&a}rahd
TextToOnto [29]. All these methods mainly focus on unsted
texts, while we fully exploited the rich (semi)structureddrma-
tion available on the Web, such as infoboxes in Wikipedidelp
ontology construction. These two methods can benefit edwr ot
by either improving precision or extending coverage.

Other Wikipedia-Related SystemsMilne et al. implemented a
new search engine interface called Koru, which harnessés Wi
pedia to provide domain-independent, knowledge-basextrird-
tion retrieval [24]. Adler and Alfaro proposed a reputatigys-
tem for Wikipedia which checks whether users’ edits aregmesl

by subsequent authors [4]. Nguyan et al. try to gather asasrt
from Wikipedia articles by locating entity pairs in sentea@and us-
ing an SVM to classify them into 13 predefined relationshitis [
DeRose et al. proposed a Cwiki approach to combine both ma-
chine and human'’s contributions to build community porsalsh

as Wikipedia [13]. One of their core tasks is to address the in
consistency between machine and human contributors; bare,
automatically-refined Wikipedia ontology could be helpf0h the
flip side, Cwiki provides a good platform to implement apgtic
tions, such as faceted browsing, or structured querying;vere
based on our refined ontology.

8. CONCLUSION

Wikipedia is developing as the authoritative store of huk@owl-
edge. Recently, the combined efforts of human volunteers bg-
tracted numerous facts from Wikipedia, storing them as iin&ech
readable object-attribute-value triples in Wikipedizindxes. Fur-
thermore, machine-learning systems, such as Kylin [35), use
these infoboxes as training data, and then accuratelyotdvan
more triples from Wikipedia’'s natural-language text. Thisge
repository of structured data could enable next-generatiestion
answering systems which allow SQL-like queries over Willipe
data, faceted browsing, and other capabilities. Howemeanrder to
realize the full power of this information, it must be sitedtin a
cleanly-structured ontology.

This paper makes a step in this direction, presenting KOG, an
autonomous system for refining Wikipedia’'s ontology. Wetcas
the problem of ontology refinement as a machine learning-prob
lem and present a novel solution based on joint inferencdeimp
mented using Markov Logic Networks. Our experiments shat th



joint-inference dominates other methods, achieving arrésgive
96.8% precision at2.1% recall. The resulting ontology contains
subsumption relations and schema mappings between Wikiped
infobox classes; additionally, it maps these classes talWet.

In the future we intend to use the ontology to develop an im-
proved query interface for Wikipedia and the Web. Combining
Kylin with KOG is an obvious first step. We also anticipate an i
ference scheme which combines multiple facts to answeradero
range of questions. There are also several ways to improv@ O
self, including improved word sense disambiguation andreing
our joint-inference approach to include schema mapping.
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